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1. Introduction
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ESA-ESRIC Space Resources Challenge – 1st Field Test

1. Introduction

Source: LinkedIn - ESA

Source: /https://www.spaceresourceschallenge.esa.int/

Source: ESA Estec

Figure 1 – Logo of ESA-ESRIC Challenge Figure 2 – Picture of the Leo Rover for REALMS

Figure 3 – Map of the first field test, given by ESA Figure 4 – Picture of the first field test of the ESA-
ESRIC Challenge
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ESA-ESRIC Space Resources Challenge – 1st Field Test

1. Introduction

Figure 5 – Operator view of the traverse area in 
the first field test

Figure 6 – Operator view of the region 
of interest in the first field test

Figure 7 – Final 3D map of the first field test of the ESA-ESRIC Challenge
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1st Field Test – Take-aways

1. Introduction

REALMS:

• System architecture for centralized multi-robot system

• Centralised network architecture

• Limited scalability

Reference: D. van der Meer, L. Chovet, A. Bera, A. Richard, P. J. Sánchez Cuevas, J. R. Sánchez-Ibáñez, and M. 
Olivares-Mendez. Realms: Resilient exploration and lunar mapping system. Frontiers in Robotics and AI, 10, 2023.
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ESA-ESRIC Space Resources Challenge – 2nd Field Test

1. Introduction

Source: /https://www.spaceresourceschallenge.esa.int/, Accessed on 2023-02-05
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ESA-ESRIC Space Resources Challenge – 2nd Field Test

1. Introduction

Figure 8 – Environment of the second field test of the ESA-ESRIC Challenge
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2nd Field Test – Improvements

1. Introduction

REALMS 2:

• System architecture for centralized multi-robot system

➢ Use ROS 2 instead

• Centralised network architecture

➢ Set up mesh network

• Limited scalability

➢ Single-user GUI to monitor and control multiple robots



2. Related Work
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Multi-robot Systems (MRS)

2. Related Work

Centralised MRS Decentralised MRS

Entire system fails Limited impact

Figure 9 – Schematic of central multi-robot system with crucial failure Figure 10 – Schematic of distributed multi-robot system with single node failure
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Mesh networking

2. Related Work

Robot out of 
range

No direct 
connection

Robot as 
relay

Extended 
range

Centralised network Mesh network

Figure 11 – Schematic of a single access point to connect all robots separately Figure 12 – Schematic of a mesh network inter-connecting all robots
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ROS 2

2. Related Work

• Communication system based on Data Distribution System (DDS)

• Developed with multi-robot systems in mind

• No need for a single ROS master

• Improved for non-ideal networks, i.e. wireless networks

Source: T. A. Yuya Maruyama, Shinpei Kato. Exploring the performance of ros2. Frontiers in Robotics and AI, 10, 2016.
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3. Methods and 
Materials
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Robot Setup: System

3. Methods and Materials

Control Relay Mapping

Figure 13 – Schematic showing the connection from the ground station through the lander to the robots
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Robot Setup: Leo Rover Base

3. Methods and Materials

Figure 14 – Leo Rover base model
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Robot Setup: Leo Rover for REALMS

3. Methods and Materials

Figure 15 – Leo Rover model for REALMS
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Robot Setup: Leo Rover for REALMS 2

3. Methods and Materials

Figure 16 – Leo Rover model for REALMS 2
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Robot Setup: Leo Rover for REALMS 2

3. Methods and Materials

Figure 17 – Leo Rover model for REALMS 2 annotated
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Robot Setup: Software

3. Methods and Materials

Source: https://www.openrobotics.org/blog/2022/5/24/ros-2-humble-hawksbill-releaseSource: https://www.docker.com/

Figure 18 – Docker logo Figure 19 –ROS 2 Humble Hawksbill logo
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Robot Setup: Software

3. Methods and Materials

Source: Mathieu Labbe and Francois Michaud. “RTAB-Map as an open-source lidar and visual simultaneous localization and mapping library for large-scale 

and long-term online operation”. (2019)

RTAB-Map: Real-time appearance based Mapping

Figure 20 – Diagram of the software architecture of RTAB-Map
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Robot Setup: Software

3. Methods and Materials

• Map Merging

• Navigation: Nav2 Stack in ROS 2

Source: http://wiki.ros.org/multirobot_map_merge, Accessed on 2023-09-13 Source: https://navigation.ros.org/index.html

Figure 21 – Map merging software combining two maps Figure 22 – ROS 2 default navigation stack (Nav2) logo
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Lunar Lander

3. Methods and Materials

• Relay from ground station to lunar 

test field

• Camera and LiDAR to observe 

the surroundings

• Offload computing tasks from the 

rovers
• Intel NUC

• Core-i7 CPU

• 32 GB RAM
Figure 23 – LiDAR scan from the lander during the second field test of the 
ESA-ESRIC Challenge
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Robot Setup: User Interface

3. Methods and Materials

Figure 24 – REALMS 2 operator view during the second field test of the ESA-ESRIC Challenge
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Robot Setup: User Interface

3. Methods and Materials

Camera Streams

Figure 25 – REALMS 2 operator view during the second field test of the ESA-ESRIC Challenge: Camera streams
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Robot Setup: User Interface

3. Methods and Materials

Teleoperation

Figure 26 – REALMS 2 operator view during the second field test of the ESA-ESRIC Challenge: Teleoperation panel
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Robot Setup: User Interface

3. Methods and Materials

Robot maps

Figure 27 – REALMS 2 operator view during the second field test of the ESA-ESRIC Challenge: Robot maps
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Robot Setup: User Interface

3. Methods and Materials

Robot selection

Figure 28 – REALMS 2 operator view during the second field test of the ESA-ESRIC Challenge: Robot selection panel
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Robot Setup: User Interface

3. Methods and Materials

Front end Back end

Figure 29 – REALMS 2 front end and back end system
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4. Experiments
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Experiments: Range

4. Experiments

• Direct signal:
• Ping possible

• No video stream

• Signal through relay:
• Video stream available

• Bandwidth doubled

Figure 30 – Experiments to measure the maximum range of the mesh network
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Experiments: Map merging

4. Experiments

• Outdoor mapping with 2 

different rovers

• 2D map shows sufficient 

overlap

• Map merging combines both 

maps

Figure 31 – Experiments to verify map merging capabilities
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5. ESA-ESRIC 
Challenge
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ESA-ESRIC Space Resources Challenge

5. ESA-ESRIC Challenge

Operator View RTAB-Map Input

Figure 32 – Operator view during the second field test of the ESA-ESRIC Challenge Figure 33 – Visual odometry input during the second field test of the ESA-ESRIC Challenge
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ESA-ESRIC Space Resources Challenge

5. ESA-ESRIC Challenge

• Video from Leo-02

• Based on key frames 

from RTAB-Map

x 42
Video 1 – Visual odometry key frames registered by RTAB-Map during the second field test of the ESA-ESRIC Challenge
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6. Results
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Results: Mapping result – about 60% coverage

6. Results

Figure 34 – Mapped area during the second field test of the ESA-ESRIC Challenge showing the contribution of each robot
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Results: Sementic map (post-processing)

6. Results

Map of Leo-01

Map of Leo-02

Map of Leo-03

Luvmi-X detected

Leo Rover detected

Crater

Boulder

Figure 35 – Mapped area during the second field test of the ESA-ESRIC Challenge as 3D model segmented in manual post processing
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7. Conclusion
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Conclusion: Lessons learned

7. Conclusion

• Map merging does not work on very sparse environments

• Lost odometry must be detected immediately

• Autonomous navigation needs to be robust
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Conclusion: Benefits of REALMS 2

7. Conclusion

• ROS 2 for distributed Multi-Robot System

• ROS 2 for resilience against single point of failure (ROS Master)

• Mesh network for relaying and avoid single point of failure

• Docker for scalability and modularity

• GUI to control multiple rovers for scalability and usability
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References
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• Proceedings in IEEEXplorer

• Single track: Everybody hears what everybody wants to 
tell

• 10 minutes presentations

• With an exhibition hall for showcasing (Industry and 
Academy)

• In the process of getting the support of IEEE RAS TC on 
Space Robotics to make it one of the leading conference 
of this TC

• 4 keynotes

• 1 Workshop on Lunar Autonomy

• Poster-Video sessions for the latest findings

• Topics on orbital robotics, planetary, extreme 
environments and from Earth to Space and vice versa
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@davesroboshack

• Dave van der Meer

More information and videos are 
available https://www.spacer.lu/
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